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Abstract——In recent years, sentiment analysis has be‐
come a hot subarea in the field of natural language pro‐
cessing, since sentiment analysis can have many practi‐
cal applications. Most of existing sentiment analysis
work is text-based sentiment analysis, with text data as
the only source of information. However, text-based sen‐
timent analysis requires a large amount of textual cor‐
pus-labeled data. With the development of Internet tech‐
nology, in addition to text, various multimedia such as
voice, image, and video also contain prolific emotional
information, If this kind of multimedia information can
be fully exploited, the effect of emotional analysis can be
improved as much as possible when labeled texts are
lacking. This kind of sentiment analysis task based on
multimodal data is called multimodal sentiment analy‐
sis. In this paper, we will give an overview of text-based
sentiment analysis and multimodal sentiment analysis,
including introducing the background and existed re‐
search work of these two types of tasks, as well as the
current challenges and prospects in the field of multi‐
modal sentiment analysis.

Index Terms——Sentiment analysis, multimodal senti‐
ment anal-ysis, text-based sentiment analysis.

1. INTRODUCTION

With the continuous development of Intemet, not only
has the Internet become a source of information, but also
the best platform for everyone to express their opinions and
share their personal lives. Therefore, the Internet is full of
people's views on various public events, evaluations of cer‐
tain commodities, and text information sharing on personal
life. It is valuable to analyze these opinion-oriented data, be‐
cause they may affect all aspects of social development, and
help us to solve many practical problems. For example, mer‐
chants can improve their products by analyzing customers'
comments on goods. Similarly, sentiment analysis can also
be used in the recommendation system. By analyzing a us‐

er's historical sentiment tendency towards the products, the
system could avoid recommending wrong products. On the
other hand, from understanding the public's attitudes to‐
wards certain events, government could flexibly adjust
some policies, which could be really helpful for citizens. In
addition, sentiment analysis can also help predict some im‐
portant events, such as presidential elections. Sentiment
analysis can help polling agencies correctly analyze voters'
attitudes towards election candidates, and increase the elec‐
tion prediction rate.

Sentiment analysis is a classification task in the field of
Natural Language Processing (NLP) that focuses on distin-
guishing and analyzing one's attitude and opinion towards a
special entity automatically. According to the definition of
sentiment in [1], the sentiment is a long-term disposition of
human-beings to specific targets, those targets can be peole,
entities, topics, and so on.

Nowadays, most researches on sentiment analysis are
based on texts, which aim at extracting sentiment features
from text semantic information. With the development of
deep learning and the emergence of large-scale pre-trained
language models, such as Bert[2] and GPT-3[3], the fine-
tuned models have shown good results on many sentiment
analysis datasets, but those pre-trained models contain enor‐
mous amounts of parameters and request much more time
and expenses to collect the labeled data. However, with the
Internet, there is much more multi-media data, such as au‐
dio and video, which could be used for sentiment analysis.
Compared with texts, audios and videos contain richer infor‐
mation, thus we can explore more detailed information from
them Hence, sentiment analysis based on multimodal data
could be more effective.

In the remainder of this review, Section 2 will introduce
the existed work in text-based sentiment analysis and multi‐
modal sentiment analysis, as well as related datasets, Sec‐
tion 3 will introduce current challenges, Section 4 will
make a conclusion and look forward to multimodal senti‐
ment analysis.

2. LITERATURE REVIEW

Multimodal sentiment analysis is a sub-task of sentiment
analysis. Traditional sentiment analysis aims to explore
enough sentiment information from text data, while multi‐
modal sentiment analysis utilizes information from multiple
sources. The techniques of multimodal sentiment analysis
and the approaches of traditional sentiment analysis are sim‐
ilar in many stages, thus we first introduce the existing re‐
search work of traditional text sentiment analysis in subsec‐
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tion II.A, which is divided into 3 different directions: senti‐
ment dictionaries, machine learning, and deep leaming.
Then we review the multimodal sentiment analysis in sub‐
section II. B, which includes two main categories, the ap‐
proaches based on decision-fusion or feature-fusion.

2.1. Text-based Sentiment Analysis
In 2002, Pang et al.[4] compared the effects of three super‐

vised learning methods on the task of movie review senti‐
ment analysis and concluded that support vector machines
[5] performed better than maive bayes[6] and maximum en‐
tropy Principle[7]. In 2003, Nasukawa et al. [8] first pro‐
posed the term "sentiment analysis". Then in the following
years, researches in sentiment analysis developed rapidly.
To sum up, all the following methods on text-based senti‐
ment analysis could be divided into three categories:

2.1.1. Approaches based on sentiment dictionaries: The
core of sentiment dictionaries[9] is how to use the con-
structed sentiment dictionary to extract the sentiment words
and phrases in the text. On the one hand, happy, interesting,
excellent are positive sentiment words, on the other hand,
disappointing, terrible, ugly are negative words. Some verbs
could also express the sentiment, such as like, hate. For ex‐
ample, "I dislike this movie, because it is so boring", in this
sentence, "dislike" is a negative verb and "boring" is a nega‐
tive adjective, and file 2 words would be assigned different
sentiment scores. Then the next step is to calculate the senti‐
ment score of the whole sentence, and the simplest way is
regarding the difference between the positive sentiment val‐
ue and the negative sentiment value of all sentiment words
as the final sentiment score of a sentence. In 2014, Ghag et
al. proposed SentiTFIDF model[10], which used Term Fre‐
quency Inverse Document Frequency (TF-IDF)[ll] as senti‐
ment weighting functions.

Therefore, this kind of method is very dependent on the
accuracy of the sentiment dictionary. SentiWordNet[12] is
the most common used sentiment dictionary in English.
What's more, there are many other sentiment lexicons, such
as WordNet[13], which was proposed by Miller in 1995,
WordNet contains semantic information, and it groups all
words by semantic similarity as synsets. It provides a brief
and summary definition for each synset and records the se‐
mantic relationship between different synsets SentiFul[14],
a lexicon extension by adding synonymy and antonymy re‐
lations, hyponymy relations, derivation, and compounding
from known lexical units. In 2016, Erik further proposed
SenticNet 4[15], which expanded through an ensemble of
hierarchical clustering and dimensionality reduction from
SenticNet 2[16].

However, if there is a sentence that does not contain any
sentiment word, how should we calculate it? In 2002, Tur‐
ney et al. [17] first developed an unsupervised algorithm
called SOPMI. If we want to know the sentiment score of a
word 'UNK', the basic idea of SO-PMI is to choose a group
of praise words (Pwords) and a group of derogatory words
(Nwords) as benchmark words. Then the difference could
be obtained from the difference of the mutual information

between the points of 'UNK' and Pwords and that of 'UNK'
and Nwords.The equation of SO-PMI is as in Eq. (1).

（1）

Here SO-PMI is the overall sentiment score while PMI
measures the difference between query words with Pwords
and Nwords. Here, if the value of SO-PMI is bigger than 0,
it means that the word is a positive word, if the value equals
0, then the word is a neural word, and if the value is smaller
than 0, file word is a negative word.

2.1.2. Approaches based on machine learning: The ma‐
chine learning techniques[18] are all based on supervised
learning, including traditional machine learning algorithms,
such as decision tree[19], support vector machine(SVM)[5]
and maive bayes[6] etc. The process of machine leaming is
very different from the sentiment dictionary-based methods.
The main idea of machine learning sentiment analysis is
how to train a robust and general classifier to analyze senti‐
ment automatically. Therefore, there are two datasets, the
training set, which is designed for training and optimizing
the model and consists of texts and labels; and the test set,
which is used to test the models' generalizability, and only
contains texts. Above all, there are 2 main steps in machine
learning-based sentiment analysis: (1) sentiment feature ex‐
traction; and (2) model training, Fig. 1 illustrates a tradition‐
al procedure for a machine learning algorithm for a senti‐
ment analysis task.

Fig. 1 shows the general framework of classification tasks
based on machine learning algorithms. The first step of such
methods is to obtain a stable model on the training set. Dur‐
ing the training process, the model will continuously adjust
its own parameters according to the provided labels. After
getting an optimal model parameter, the optimal model is
used to make predictions on the test set.

As for feature extraction, there are several methods. The
most common way is word frequency, which is counting the
times of a word appearing in the texts as the feature. Anoth‐
er approach is TF-IDF[ll], TF-IDF is a statistical method
used to evaluate the importance of a word in a document
set. The importance of a word increases in proportion to the
times it appears in a document, but it decreases in inverse
proportion to the frequency of its appearance in the corpus.

For the machine learning model, researchers have ex‐
plored several methods and achieved very promising re‐
sults. In[13], Jeevanandam successfully implemented IDF
[11] as feature se- lection and CART tree[20] as classifier
on IMDB dataset[21]. Bhadane et a1. [22] focused on do‐
main-specific lexicons in the aspect sentiment analysis task
and used SVM as a machine learning classifier to distin‐
guish the polarity of every aspect. Smeureanu et a1. [23]
combined n-gram[24] and maive bayes to classify positive
and negative class on the user movie reviews. In [25], Soe‐
listio et al. proposed a simple model that uses Naive Bayes
to analyze the emotional polarity of digital newspapers and
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applied it to digital newspapers for political sentiment analy‐
sis, which obtained sentiment information about specific
politicians. Dey et a1.[26] compared the performance of Na‐
ive Bayes and KNN[27] on movie reviews and hotel re‐
views. They found that Naive Bayes was better than KNN
in movie reviews, but in hotel reviews, the accuracy of
them was almost the same. Hajmohammadi et a1. [28] uti‐
lized SVM and Naive Bayes to classify film reviews with
Persian language into 2 classes, positive and negative, They
concluded that SVM achieved higher accuracy than Naive
Bayes.

Fig. 1: The illustration of machine learning based sentiment analysis

Naive Bayes and SVM are the two most commonly used
approaches in sentiment analysis tasks. Naive Bayes-based
text sentiment analysis classifies sentiment by calculating
probability. It is a simple algorithm and performs very well
on a small dataset. However, Nffive Bayes is very sensitive
to the form of the input data, since it is highly dependent on
the prior probability. Consequently, it is of high error possi‐
bility for Naive Bayes when the input data is not aspecific
distribution. SVM is regarded as the best machine learning-
based sentiment analysis method. On the one hand, SVM
has a low generalization error rate. On the other hand, the
training expense of SVM is also lower than other methods.
Moreover, SVM could still achieve good performance with
limited data. Furthermore, kernel-based SVM enables it to
process high-dimensional data. However, it is sensitive to
parameters and kernel function selection.

2.1.3. Approaches based on deep learning: Deep learning
methods[29] adopt neural networks as feature extractors and
classifiers. The mechanism of multimodal sentiment analy‐
sis with deep learning methods is shown in Fig. 2. It illus‐
trates the general process of methods based on deep learn‐
ing. For example, there is a sentence "This German horror
film has to be one of the weirdest I have seen". The first
step of deep learning models is to pre-process the text,
which includes word segmentation, punctuation, and stop
words removal, with meaningful words and phrases left. At
the second step, those remaining words need to be padded
to a uniform length. Third, the processed text is embedded
as a vector by some pretrained language models, such as
Bert[2], Glove[30] or some statistic method, such as count‐
ing frequency, TF-IDF. Finally, the neural network takes file

vectors and labels as input data, and continuously adjusts
the network parameters through the backpropagation algo‐
rithm to an optimal state. In recent years, deep learning
works well on many classification tasks based on a large
amount of data. Researchers usually use RNN[31] and CNN
[32] as the main structure of a classification model for NLP
tasks, whose inputs are word embeddings. In 2014, Le and
Mikolov proposed a distributed text expression-word2vec
[33], which successfully reduced the dimension of the dis‐
tributed language model and can be widely used. Kim fur‐
ther developed textCNN[34] based on word2vec, in which
CNN is a feature extractor. The experiment results show
that textCNN can significantly improve the effect of feature
expression. Another work GlobalVectors (GloVe), which is
similar to word2vec, is proposed by Pennington et al. The
parallelization of GloVe enables it to be trained quickly
compared to word2vec. In 2016, Chen et a1.[35] compared
the CNN with the GRU[36], which is one type of RNN, and
found that the structure of GRU is more suitable for text se‐
quence classification tasks.

Fig. 2: The general framework of deep learning based sentiment analysis

In 2015, Severyn et a1.[37] combined the ideas of unsu‐
pervised and weakly supervised leaming on CNN, which
used an unsupervised neural language model to train initial
word embeddings and used distantly supervised data to
furher refine the weights of the network. Ouyang et al.
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proosed word2vec+CNN framework with 7 layers, which
performed better than RNN and MV-RNN[38] on 5-class
sentiment analysis. Vateekul et a1. [39] first implemented
deep learning on the Thai twitter sentiment analysis dataset,
and compared the performance of several models They
drew a conclusion that DCNN outperformed other models,
such as LSTM, SVM, and Naive Bayes on the Thai dataset.
Wang et al. [40] proposed an attention-based LSTM model
[41], which can focus on different parts of a sentence. By
connecting the aspect vector to the hidden sentence repre‐
sentation (AE-LSTM model[40]), or embedding the aspect
vector into each word input vector (ATAE-LSTM model
[40]), the attention weight can be calculated. Experimental
results show that the two proposed models are better than
the baseline models(LSTM, TD-LSTM[42], and TC-LSTM
[42]), which showed that the attention-based LSTM model
can improve the performance of the trained model. In 2018,
Zhang et a1. [43] developed an approach of soft attention
and dynamic memory network (DMN)[44] to transform the
target emotion classification task into a question and answer
system. The experimental results on SemEval 2014 (laptop
and restaurant reviews)[45] and Twitter dataset[46], proved
that the attention-based GRU and internal attention can be
used to solve the weight bias problem. In 2019, Yu et a1.
[47]proposed a framework for aspect and opinion term ex‐
traction using Bi-LSTM[48] and multi-layer attention net‐
work, which achieved good results in aspect sentiment anal‐
ysis tasks.

2.2. Multimodal Sentiment Analysis
This section will introduce recent works on multimodal

sentiment analysis. Multimodal sentiment analysis is a new
subfield of traditional text-based sentiment analysis. The
first part is about multimodal sentiment analysis datasets,
and the second part is about approaches.

2.2.1. Datasets: In 2011, Morency et a1. [49] first pro‐
posed the task of multimodal sentiment analysis, and the
first dataset of this task, Youtube, which contains three
kinds of modalities, texts, audios, and videos. In 2013,
W611mer et al.[50] put the ICT-MMMO forward, regarding
the English reviews' videos in the social network., ICT-
MMMO contains 370 videos, and each video lasts for 1 to 3
minutes. All of the videos come from Expo and Youtube
and the ratio of positive, neutral, and negative is 228: 23:
119. In the same year, P~rez Rosas et al. [51] collected an‐
other new dataset, Multimodal Opinion Utterances Dataset
(MOUD), which aims at sentiment analysis in Spanish vid‐
eos. MOUD consists of 498 utterances, 182 of them are pos‐
itive, 82 of them are neutral and the rest of them are nega‐
tive. In 2016, Zadeh et a1.[52] build MOSI dataset in videos
related to movie reviews from Youtube. The total duration
of those videos is 2 hours 37 minutes, and they are clipped
into 2199 utterances and labeled into 7 categories, which re‐
ferred to the intensity of sentiment. In 2018, an extended da‐
taset MOSEI[53] based on MOSI was constructed. Com‐
pared to MOSI, MOSEI contains more videos and is further
labeled in emotion, the duration of MOSEI is 66 hours and

clipped into 23500 utterances. In detail, as for sentiment an‐
notations, MOSEI could be a 2-class or 5-class dataset, and
as for emotion, MOSEI provides annotations: happiness,
sorrow, anger, fear, disgust, and surprise. The detailed infor‐
mation about those datasets is shown in TABLE I.

2.2.2. Methods: Since 2011, many researchers have
switched to multimodal sentiment analysis, In the early peri‐
od, researchers always fused the features from different mo‐
dalities at the last stage of a model, which is called decision-
fusion. The process is demonstrated in Fig. 3, which con‐
tains two types of fusion. The first is called decision-level
fusion. Each modality performs the feature extraction and
sentiment classification independently, and the prediction re‐
sults of each modality will be combined in the last stage.
The advantage of this type of method is that the processing
steps of each modality are independent from each other,
which makes it to be more robust. The second is concatena‐
tion fusion. Here each modality is independent only in the
feature extraction stage. Then all the vectors are concatenat‐
ed as one fusion vector, and one classifier is trained based
on the fusion vector. The advantage of such methods is that
the classifier could learn the relationships between different
modalities, while it is not so robust.

Fig. 3: Two types process of decision-fusion

Morency et al. have applied Hidden Markov Models[54]
as a classifier on Youtube dataset that utilized all trimodal
data as input. W/511mer et al.[50] adopted two Bi-LSTM to
capture contextual features in audios and videos of ICT-
MMMO, then utilized support vector machines to detect
sentiment in audios and videos. Rosas et al. did a concatena‐
tion of all single modality features as a fused representation,
then used SVM as the final classifier. The detailed frame‐
work of the BiLSTM+SVM model is shown in Fig. 4. Poria
et a1.[55] added an additional step of feature selection, us‐
ing two different feature extractors: (1). the cyclic correla‐
tionbased feature subset selection (CFS), (2). principal com‐
ponent analysis(PCA[56]) with top K features. In short,
those methods are based on decision-level fusion or simple
vector concatenations and cannot fully take advantage of
the complementary traits of modalities.

In recent years, researchers are more willing to fuse mo‐
dalities at an earlier stage, known as feature-fusion, in
which those different modalities could learn information
from each other at the step of feature extraction. Fig. 5
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shows the framework of feature fusion in multimodal senti‐
ment analysis.

Poria designed a novel feature-level fusion way, the SPF
GMKL[55], a multi-kernel learning method that could be
used to tackle heterogeneous data. With the emergence of at‐
tention mechanisms, more researchers noticed that multi‐
modal information utilization can be improved through mu‐
tual learning. In 2017, Zadeh et a1.[57] achieved integrated
learning between features with tensor fusion network,
which aggregates interactions of unimodal, bimodal, and tri‐
modal. However, the tensor fusion network is based on the
product operation between multiple matrices, which could
cause the problem of dimensional explosion easily, making
the model too large and hard to be trained. Chen et a1.[58]
proposed the Gated MultiEmbedding LSTM with Temporal
Attention (GME-LSTM(A)), which performed modality fu‐
sion at the word level. GME-LSTM(A) could better model
the temporal multi-stmcture. In 2018, Zadeh et al. con‐
ceived a creative model called Multi-attention Recurrent
Network(MARN) [59], which takes the temporal informa‐
tion into account. The main structure of MARN consists of
Long-short Term Hybrid Memory (LSTHM) which is for
mulated to capture sequential information and Multiatten‐
tion Block (MAB), which is used to calculate the relative
weight of each modal. Later, Zadeh improved MARN by re‐
moving noise that interferes with each other and proposed
Memory Fusion Network(MFN)[60]. Compared to MARN,
at every timestep, MFN would not depend on the encoded
information at the former step, therefore, MFN integrates
multimodal information independently, which implements
"Delta-memory attention" and "Multi-View Gated Memo‐
ry" to complete timestep capture and modality interaction.
In 2018, Zadeh et al. build the CMUMOSEI dataset[53] and
proposed a new fusion method, which combined multiple
modalities in a hierarchical graph structure, called DFG.
There are 2 steps in DFG: 1. Iteratively modality informa‐
tion updating. First, they used unimodal to model the bi‐
modal interactive information. Then the unimodal and bi‐
modal interactive information are combined to jointly model
the trimodal relations. Finally, the final modality combina‐
tion consists of the three types of interactive information
from those three modalities. 2. The fusion weights of the
previous time series are explored to guide unimodal feature
extraction of the next time step. Hence, the importance of
each modality in each temporal sequence can efficiently be
used in adjusting the structure of the graph dynamically.
Ghosal et al. [61] adopted the idea of conversation, which
models the relations between pairs of modalities, such as
image and text, text and audio, audio and image, and then
concatenate those pairs together as the final fusion vector.

In 2019, Georgiou et a1.[62] proposed a hierarchical fusion
mechanism, a method named DHF which fuses the repre‐
sentations of multi modalities on the network layer and
fee~fforwards them to achieve hierarchical deep integra‐
tion. It's a mechanism that can be extended to a neural net‐
work with any depth. In 2020, Kumar et a1. [63] used the
self-attention mechanism and gating mechanism to capture
the long-term dependence and leam the relative importance
of different modalities, respectively. TABLE II shows the
details of comparison results of various methods on the
CMU-MOSI and CMU-MOSEI datasets.

TABLE I: Multimodal sentiment datasets statistics.

Fig. 4: System architecture for fusion of audio-visual and linguistic in‐
formation mentioned in[50]

Fig. 5: The overall framework of feature-fusion

TABLE II: The results of some models in CMU-MOSI and
CMU-MOSEI.
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3. CHALLENGES

This section will introduce existing challenges in the mul-
timodal sentiment analysis task, which includes problems in
datasets and difficulties in approaches. Although there have
been many techniques in multimodal sentiment analysis,
there are also various limitations in this area. First of all,
those methods are highly dependent on high-quality annotat‐
ed data. Since the multimodal sentiment analysis task re‐
quires data from different sources, including text, image,
and audio, the alignment of multimodal data is very chal‐
lenging. To alleviate this problem, current multimodal datas‐
ets labeled all the related information on video level. How‐
ever, when dealing with practical multimodal sentiment
analysis problems, the data may not be presented in the
form of video, but maybe a collection of discrete pictures
and texts. On that kind of dataset, a model trained on a vid‐
eo-labeled dataset cannot be generalized. Therefore, how to
make the model of multimodal sentiment analysis not stick
to video format data is an urgent problem to be solved. Sec‐
ond, from the existing dataset, we find that all labels are ei‐
ther positive or negative, while in practical social media us‐
ers are more likely to present neutral opinions. Therefore, it
is imperative to explore new datasets which can detect neu‐
tral sentiment. Third, because of the same information car‐
ried by various data, redundant information is mixed in the
mutual fusion learning process. How to remove the interfer‐
ence of this redundant information is a big challenge. Differ‐
ent levels of noise are another concern, considering the nois‐
es generated by various modalities are different. The next
challenge is how to combine data from heterogeneous sourc‐
es, such as text is symbolic, pictures are RGB matrixes.
Here video is a time-series RGB matrix, and the sound
needs to be sampled into a one-bit array.

4. CONCLUSION

In this paper, we carefully review the text-based and mul‐
timodal sentiment analysis task, including its definition, da‐
tasets, various methods, and challenges. However, there are
some problems with text-based sentiment analysis in many
practical applications. For example, the text sequence is
short, thus there are many colloquial or network or a lot of
abbreviations in the text. In these situations, the model
trained based only on the texts cannot be very effective.
Since the model can't capture the true semantic information
expressed in the texts. Therefore, other multimedia informa‐
tion is needed to complement the semantics to correct such
errors. In addition, with the development of social media,
such as lnstagram and Twitter, people are more willing to
share pictures and short videos to express their opinions be‐
cause sometimes audio and images could express more pro‐
lific emotions. Therefore, it is necessary to explore new ap‐
proaches to multimodal sentiment analysis. Moreover, the
applications of this task are broad. For instance, it can be ap‐
plied to video classification and spotlight clips of video. Be‐

yond practical applications, multimodal sentiment analysis
tasks would assist other research tasks. For example,
through the emotional identity between multidata, connec‐
tions between heterogeneous data, such as text and pictures,
can be established. In addition, because multimodal senti‐
ment analysis could exploit more information than unimod‐
al sentiment analysis, it could provide more accurate results.
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